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The Interoperability Challenge

= Interoperability is “the ability of two or more systems to
exchange information, and to use the information”
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CONNECT Challenges

= Modelling and reasoning about peer system
functionalities

= Modelling and reasoning about connector behaviors
= Runtime synthesis of connectors

=  Learning connector behaviors

= Dependability assurance

= Performant system architecture
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Dependability in CONNECT

— Dependability

Ability to deliver service

that can justifiably be
trusted

Performance

Ability to accomplish a
Dependabilty service within given

in CONNECT constraints

—  Security

Ability to protect information
and computing systems
from unauthonised actions

Trust

The accapted lavel
of dependance
batwean syslems




Which entities need to be dependable?

= Fact 1. Ultimately, we are interested in establishing
a dependable (end-to-end) connection

= Fact 2. All CONNECT actors may introduce failures
that mine the dependability of the connected system

= Consequence: we need to consider (analyse & ensure)
dependability attributes for different CONNECT entities
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Metrics of Interest

Metrics can be obtained by refinement from classical metrics
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Refinement Examples

Coverage Probability (generic metric)

= “Probability for a system to deliver a correct service to a
certain percentage of users”

Derived C ONNECT Metrics

= M1: “Probability for the Enabler to successfully
synthesise a Connector that delivers a correct service
to a certain percentage of users”

= M2: “Probability to successfully display an alert message
on a certain percentage of smartphones brand B”




Model-based Analysis

= Quantitative assessment, in terms of probabilities,
of the metrics of interest

= Offline vs. Online

Estimate expected dependabillity level
Early detect design errors

Sensitivity analysis




Online vs. Offline Analysis

= Online
= Input parameters from the running system

«  Efficient solution technigues
« Automated model generation

=  Challenges
= Progressive model definition
= Partially Static / Partially Dynamic Methods
= Integration within CONNECT Enablers




Towards Dependability Assurance

= Embed dependability mechanisms
«  Enablers
« Connectors

= Embed monitoring mechanisms
* Feedback
*  Enforcement




Security and Privacy
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1- DISCOVERING

2= LEARNING

3- SYNTHESIZING

4- RUNNING AND
MONITORING
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Monitoring
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Overall Workflow Process View
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Concluding Remarks

= Dependability Challenges in CONNECT
Definition of CONNECT Dependabillity Metrics
Offline and Online Quantitative Analysis
Security Model based on Security-by-Contract
Trust Model and Trust Management
Monitoring Framework




